
Warming	and	Cooling	Effect	of	Dust	
on	Climate	of	the	Past	 

Yonggang Liu 

Peking University    

Ming Zhang & Peng Liu   Peking University 
Zhengyu Liu      Ohio State Univ & Peking Univ  
Yan Xia & Yi Huang    McGill University 
Yiran Peng      Tsinghua University 
Fei Liu       Nanjing Univ. of Info. Sci. and Tech 



Natalie	Mahowald	webpage 



troposphere through ascending motion,
accompanied by a quick descending. For
example, a dense dust layer was
observed above 5 km during a dust event
from 14 to 17 March in the Yangtze River
Delta [J. Liu et al., 2011a]. Dust aerosols
originated in northwestern China can
significantly enhance seasonal mean
aerosol extinction near the surface and at
higher altitude in spring in the Yangtze
River Delta [Liu et al., 2012].

To capture direct evidence of the impacts
of dust aerosols over Asian arid and semi-
arid regions, dust samples collection
along dust pathways and observations
have been made at a few highly
instrumented supersites and mobile
facilities (see Figure 1b). The Semi-Arid
Climate and Environment Observatory of
Lanzhou University (SACOL) established in
2005 [J.-P. Huang et al., 2008a; Guan et al.,
2009; Z. Huang et al., 2010; Bi et al., 2010;

G.Wang et al., 2010] is an international long-term climate observatory located in the inland of loess and close to
the major source regions of Asian dust—the Gobi Desert. In addition, extensive studies concerning Asian dust
and anthropogenic aerosols were conducted during two field experiments: the East Asian Studies of
Tropospheric Aerosols: An International Regional Experiment (EAST-AIRE) [Li et al., 2007a] and the East Asian
Studies of Tropospheric Aerosols and its Impact on Regional Climate (EAST-AIRC) [Li et al., 2011a]. In the EAST-
AIRE, the properties and climate effects of dust aerosols over their source regions in northern and western
China [J.-P. Huang et al., 2010; W. Wang et al., 2010] and over downstream regions as far as across the Pacific
[Guo et al., 2010; C. Li et al., 2010a, 2010b; Liu et al., 2010; Logan et al., 2010] were investigated. Based on these
measurements, several studies were carried on concerning dust properties [Wang and Huang, 2009; Sun et al.,
2010; K. Huang et al., 2010; Fu et al., 2010; Hansell et al., 2012], radiative forcing of dust aerosols [Ge et al., 2010],
and direct and indirect effects of mixtures of dust and anthropogenic aerosols on regional climate [Qian et al.,
2009; Gu et al., 2010; S.-H. Wang et al., 2010; L. Zhang et al., 2010; J. Liu et al., 2011a; Fan et al., 2012].

As will be discussed below, the vertical distribution of dust aerosols can be an important factor determining
their radiative effects. Besides observations using lidar from ground and space, however, there are very
few aircraft measurements of aerosols over the deserts in East Asia. The data from the EAST-AIRE aircraft
campaign over northern China during the dust season in spring 2005 helped to reveal elevated dust layers
above the boundary layer downwind of the major dust source regions [Dickerson et al., 2007; Li et al., 2012].

3. Direct Radiative Effect

Direct radiative effect (DRE) of dust is defined as the effect of all anthropogenic and natural dust aerosols
on the radiative flux at the top of the atmosphere and at the surface, and on the absorption of radiation
within the atmosphere (Figure 3), which are determined by the aerosol optical depth (AOD) or extinction
coefficient, the single-scattering albedo (SSA), and the asymmetry parameter or phase function. In addition,
heating rate of dust aerosols is also used as an index to estimate dust DRE.

3.1. Radiative Forcing

Figure 4 summarizes dust RFs from several studies in different climate regions. On the global scale, estimate
of the annual mean DRE of mineral dust is !0.1Wm!2 with the uncertainty range from !0.3Wm!2 to
0.1Wm!2 [IPCC, 2013]. A study by H. Zhang et al. [2010] and L. Zhang et al. [2010] reported that the global
annual mean direct forcing is!0.4,!1.46, and +1.86Wm!2 at the top of atmosphere (TOA), the surface and
within the atmosphere, respectively. Reddy et al. [2005] estimated that the global annual mean all-sky

Figure 3. A schematic depiction of the direct radiative effect of
dust aerosols.
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All models indicated a negative forcing,
which is !1 W m!2 on average, with a
standard deviation of 0.4 W m!2. The
cloud lifetime effect varies considerably
between different models (ranging from
!0.3 to !1.4 W m!2), resulting in an
average forcing of !0.7 W m!2 with a
standard deviation of 0.5 W m!2.
Semidirect effect estimates range from
+0.1 to!0.5 Wm!2. The location of black
carbon with respect to clouds gives rise to
difference in the estimates. Generally, the
aerosol indirect forcing is negative in
most regions. As dust aerosols usually act
as IN, some studies showed that ice
clouds in dust-laden air were found at
significantly warmer temperatures than in
dust-free conditions [Choi et al., 2010;
Sassen et al., 2003; Seifert and Stevens,
2010]. Increasing outgoing thermal
radiation would amplify the cooling effect
from aerosol indirect effect. Su et al.
[2008] found that absolute values of

instantaneous TOA RF of polluted clouds were significantly smaller than those of unpolluted clouds. W. Wang
et al. [2010] found that dust aerosols caused an instantaneous net cloud cooling effect of 43.4% in northwestern
China. Other studies also indicated that dust aerosols caused a cloud cooling effect at the TOA [Huang et al.,
2006a, 2006c].

Usually, the aerosol cloud interaction is quantified as ACI=!lnre/lnα, where re is the drop size and α is aerosol
burden. Based on Twomey [1977], it can be shown that ACI is ranging from 0 to 0.33. McComiskey and Feingold
[2008] found that depending on anthropogenic aerosol perturbation, RF ranges from !3 to !10Wm!2 for
each 0.05 increment in ACI. Su et al. [2008] estimated the contribution of dust direct, indirect, and semidirect
effects to cloud RF using a combination of satellite observations and Fu-Liou model simulations for 16
instantaneous cases during 4 years over China and Mongolia in cloudy sky. The mean value of the combined
indirect and semi-direct shortwave RF is 82.2Wm!2, or 78.4% of the total dust effect. The direct effect amounts
to only 22.7 W m!2 or 21.6% of the total effect. Because both first and second indirect effects enhance cloud
cooling effect, the dusty cloud warming effect is mainly due to the semidirect effect of dust aerosols.

So far, the RF of aerosol invigoration effect is still unclear, as the thickening of the convective core may lead to
cooling, but the expansion of anvil clouds associated with deep convective clouds can induce positive RF
during the invigoration process [Koren et al., 2010]. Additionally, the invigoration effect would enrich the
upper troposphere and lower stratosphere with water vapor and bring in positive forcing. During the
EAST-AIRC campaign [Li et al., 2011a], the RF of aerosol invigoration effect was slightly positive at the TOA but
negative at the surface [Fan et al., 2012].

The cloud albedo effect cannot be easily separated from other effects. The processes that reduce the
cloud droplet size per given liquid water content also decrease the chance of precipitation formation,
presumably prolonging cloud lifetime (the cloud lifetime effect). In turn, an increase in cloud lifetime also
contributes to a change in the time-averaged cloud albedo. Therefore, whether the cloud lifetime or the
cloud albedo effect is more important is still an open question.

5. Semidirect Effect

Dust aerosols, due to their absorption of solar radiation, can influence cloud formation and development not
only by acting as CCN or IN but also through changing environmental conditions. The schematic depiction of
the semidirect effect is shown in Figure 6. Dust can absorb solar radiation and generate local heating, which

Figure 6. A schematic depiction of the semidirect radiative effect of
dust aerosols.
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determine the effect of dust particles on
the surface temperature [Helmert et al.,
2007; Stanelle et al., 2010]. When a dust
layer touches the ground and lasts for
several days, an increase in surface
temperature can occur, even during
daytime. In the event of an elevated dust
layer, there is a decrease in surface
temperature. These temperature
changes caused by dust DRE may result
in horizontal temperature gradient,
which can modify near-surface winds.
Since surface wind threshold determines
the uptake of dust from the surface, a
feedback on total emission flux could
be established.

Ramanathan et al. [2007] indicated that
local pollution alone can enhance the
solar heating of the lower atmosphere
by ~50%. Other studies [Tegen et al.,
2006; Milton et al., 2008; Tulet et al., 2008;
Mallet et al., 2009] pointed out that dust
aerosols can cool the surface by 0.5 to

10.0 K d!1. Model studies by Lau et al. [2006, 2008] showed that the highly elevated surface air over
the Tibetan Plateau may act as an “elevated heat pump” and alter the regional climate significantly through
the absorption of solar radiation by dust coupled with black carbon emissions from industrial areas in
northern India. As a result, a tropospheric temperature anomaly may be induced in late spring and early
summer over parts of northern India and Tibet, leading to an earlier onset and intensification of the Indian
summer monsoon.

In summary, dust aerosols have a warming effect within the atmosphere but a cooling effect at the surface.
Unlike dark surface, the total effect of dust aerosols is usually warming or nil at the TOA in Asian arid and
semiarid regions as its higher surface albedo and dust aerosols are more absorptive than those from any
other dust source regions, such as the Sahara Desert. The largest forcing values are found over or near dust
source areas, e.g., the Taklimakan Desert.

4. Indirect Radiative Effect

Dust aerosols can also change the energy fluxes in the Earth-atmosphere system by modifying cloud
macrophysical and microphysical properties, such as the cloud liquid water content, cloud fraction, cloud
top temperature, droplet number concentration, cloud particle size, and so on [Twomey, 1977; Albrecht,
1989; Ackerman et al., 2000; Liu et al., 2003; Andreae et al., 2004; Huang et al., 2006a], as shown
in Figure 5.

4.1. Fundamental Physical Processes

As we all know that aerosols are necessary ingredients for cloud formation for their roles as condensation
nuclei (CN) in forming cloud droplets and ice crystals. Dust aerosols are one of the most common types of
ice nuclei (IN), and emerging evidence suggests that mineral particles can reach high into the upper
troposphere to serve as IN for cirrus andmixed-phase cloud formation [Heintzenberg et al., 1996; Sassen, 2002;
Sassen et al., 2003; DeMott et al., 2003; Field et al., 2006; Teller and Levin, 2006; Barahona et al., 2010]. Dust may
also interact with sea salt, anthropogenic pollutants, and secondary organic aerosol, forming particles
that consist of a “core” of insoluble mineral dust with coatings of soluble material [Gibson et al., 2007; Levin
et al., 2005; Seisel et al., 2005]. Dust particles with a soluble coating are typically very efficient cloud
condensation nuclei (CCN), often maintaining their activity as IN [Levin et al., 2005]. In microphysical process,
the ability of an aerosol particle to take up water and subsequently activate cloud condensation is

Figure 5. A schematic depiction of the indirect radiative effect of
dust aerosols.
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However,	dust	itself	is	only	a	good	ice	nuclei,	it	has	to	be	polluted	(e.g.	by	sea	
salt,	anthropogenic	pollutants)	to	become	good	liquid	cloud	nuclei		(Choobari	
and	Sturman,	2014) 
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•  Mid-Holocene	(6	ka)	

•  Pre-industrial	(1870	AD)	

•  Late	Neoproterozoic	(~700	Ma) 

Effect	of	Dust	on	Climate	for	Three	Periods 
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Holocene	Temperature	Conundrum 
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Fig. S1. Model ensemble mean (CCSM3 and FAMOUS) temperature trend (shading) in the Holocene for the all forcing run (A–C) and ORB (D–F) simulations for
the annual (ANN) mean (A and D), JJA (B and E), and DJF (C and F). The locations of the 73 M13 sites, proxy types (markers), and their temperature trends (from
9 to 0.2 ka, face color of markers) are also plotted as markers in each panel. The assumed seasonal biased stack is denoted by the edge color of the marker:
Black is for no seasonal bias or annual mean surface temperature; green, red, yellow, and blue represent the model proxies biased toward local spring, summer,
autumn, and winter, respectively. The corresponding sites are indicated using alkenone (○), Mg/Ca (□), ice core (◇), tetraether index of 86 carbon atoms (TEX-86)
(△), and pollen (▽), respectively. Right-pointing triangles denote the sites using other proxies. A black “x” indicates the trend is not significant at the 90% level.
Readers are referred to table S1 of M13 (3) for details on the proxy records.
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Fig. S2. Site-stack averaged temperature evolution throughout the Holocene from the model ensemble mean (CCSM3, FAMOUS, and LOVECLIM) for five
different bias schemes, the annual mean temperature (yellow), the seasonally biased stack as in Fig. S1 (red), and three sensitivity schemes modified on the
seasonally biased schemes: All alkenone-based SSTs (25 sites; Fig. S1, purple circles) replaced by the annual mean (dark green), only tropical alkenone-based
SSTs (nine sites; Fig. S1, purple circles between 30° S and 30° N) replaced by the annual mean (orange), and the Ma/Ca-based SSTs in the southern tropics (six
sites; Fig. S1, black squares between 30° S and 0°) are replaced with local winter (JJA) temperature (dark red). It is seen that the global cooling trend in the
biased stack is mainly caused by the assumed summer bias in the alkenone sites in the Northern Hemisphere.
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Model-Data	Discrepancy 

Discrepancy:	difference	between	
red	and	blue	curves	is	~0.5	°C	at	6	ka	 

Southern	hemisphere:	black	and	
red	curves	overlap	with	each	
other,	meaning	that	proxy	bias	
could	not	explain	any	of	the	
discrepancy	like	at	other	laZtudes. 
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Assuming	there	is	no	more	bias	in	the	observaAons,	then	there	are	
only	a	few	opAons	leZ:			

How	to	Solve	the	Holocene	Temperature	Conundrum? 

•  ExcepAonally	enhanced	volcanic	acAvity	since	the	mid-
Holocene	

•  Weakening	solar	insolaAon	since	the	mid-Holocene	

•  Increasing	dust	emission	since	the	mid-Holocene 



Lézine	et	al.	(2014)	 

Dated	Records	of	Lakes,	Swamps	and	Fluvial	AcAvity	During	the	Holocene 

African	Humid	Period	(14.8	–	5.5	ka) 



to, at least, maintain lowlevel water bodies or provoke secondary
lake extensions. The role associated with groundwaters is never-
theless hard to prove due to the vast heterogeneity of hydro-
geological conditions (e.g., related with geology, geometry, flow
properties) met in the studied region. Assessment of this would
require detailed study of every site in the database. This is well
beyond the scope of present paper. Hydrological modeling exper-
iments by Grenier et al. (in preparation) support this hypothesis
and provides estimates of refill and discharge times of the order of
1500 Yrs. Considering the further aridification phase, for such
favorable depressions as those containing the Ounianga lakes in
northern Chad (Kröpelin et al., 2008a) and considering pure aquifer
discharge, the aquifer inputs were maintained during several tens
of k-years and groundwater input rates to the lakes only varied
within less than one order magnitude between a filled up aquifer

case and a reduced water level situation. For other modeled
depressions within the same basin, simulations showed that
groundwater inputs turn to zero when the water piezometric level
gets lower than the bottom altitude of the depression. In all cases,
the time scale associated with the main reduction in groundwater
inputs as a result of the recharge stop is within a 500e1500 year
time period. This time range is confirmed considering the classical
hydro-geological literature dealing with aquifer discharge (e.g.,
Dewandel et al., 2003) and NSAS parameter values. So the main
mechanism explaining the time lag between lake maximum (9 kyr
BP) and maximum wet zone extension (6 kyr BP) is probably
aquifer recharge leading to high groundwater levels. The time
scales estimated from the NSAS confirm this assertion. For zones
located closed to mountain ranges (e.g., Tibesti and Hoggar), the
former groundwater effect is reinforced (Pachur and Hoelzmann,

Fig. 6. The AHP in western Africa during the last 18 kyr. A: The paleohydrological records. This figure shows the number of dated records (cf. Fig. 2). Superimposed is the measure of
the probability space corresponding to 0.85 isoprobability (the blue curve) at similar time interval. This space includes only 85% of the dated records. In red is shown the insolation
curve (Berger and Loutre, 1991). B: The lake level reconstruction for Lake Bosumtwi. Lake Bosumtwi level fluctuations have been considered as being in equilibrium with local
climate conditions and reflecting rainfall variations (Shanahan et al., 2006). In absence of other continuous paleohydrological records over the last glacialeinterglacial transition and
the Holocene in the western African lowlands, it is considered here as representative of the southern edge of the Sahel. Shaded areas show correspondence between “dry” periods in
both areas (the Gulf of Guinea and the SaharaeSahel) during the Younger Dryas, then at 8.2 and 4.5 kyr BP.

A.-M. Lézine et al. / Quaternary Science Reviews 30 (2011) 3001e30123008
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(a) PMIP2 OA mean model  

(b) PMIP1 SSTf mean model 

Figure 1.6  

 
Fig. 6. JJAS mean surface air temperature (�C) and precipitation (mm/d) differences between Mid-Holocene and preindustrial (0 ka) for (a)
the ensemble mean of PMIP2 simulations, and (b) the ensemble mean of PMIP1 simulations.

winds and moisture transport from the tropical ocean to the
continent, and thereby intensifies monsoon system in the
tropical regions (Kutzbach et al., 1993; Joussaume et al.,
1999).

All models simulate an amplification of the mean seasonal
cycle of NH surface temperature. In summer, this is charac-
terised by increased surface air temperature over NH conti-
nents and in mid and high latitudes over the ocean and the
Arctic (Fig. 6). The continental warming reaches a maxi-
mum of about 2�C in central Eurasia and over the Tibetan
Plateau in the PMIP2 simulations (Fig. 6a). Over the ocean
the warming is in general less than 1�C, except in North At-
lantic and in the Arctic where it is close to 1�C. The SH
continents show warmer conditions (South America, South
Africa and Australia), whereas the ocean is colder or sim-
ilar to today. A slight warming is also depicted along the
Antarctic continent, resulting from the reduction of the sea-
ice cover. The region extending fromWest Africa to the north
of India is colder than today. This is the signature of the en-

hanced JJAS monsoon flow and increased precipitation (0.25
to 2mm/day; Fig. 6a right panel). In these regions, the in-
creased cloud cover and the increased local recycling (evap-
oration) both contribute to cool down the surface (Fig. 6).

Even though all the models produce similar large-scale
patterns, differences in the magnitude of the warming are
found between different OA simulations. This is illustrated
in Fig. 7 by the comparison of the NH JJAS warming pro-
duced by each of the OA PMIP2 simulations. Model results
range from 0.35 to 0.8�C (Fig. 7b). Interestingly, the model
scatter is quite similar to the one found for PMIP1 SSTf sim-
ulations for which the modern SST and sea ice extent induced
a strong constraint on the response of the climate system over
the ocean and in regions covered by sea-ice. This suggests
that most of the differences between models are due to dif-
ferences in the large-scale warming over the Eurasian and
American continents and northern Africa.

These differences between PMIP2 OA simulations and
PMIP1 SSTf simulations over the ocean and in high latitudes

Clim. Past, 3, 261–277, 2007 www.clim-past.net/3/261/2007/

Enhanced	Summer	Monsoon	During	Early	to	Mid-Holocene 



Wright Human Agency in AHP Termination

FIGURE 2 | African biomes. Left: Reconstructed African Humid Period (AHP biomes based Larrasoaña et al., 2013). Average summer position of the Intertropical

Convergence Zone (ITCZ) and Congo Air Boundary based on Junginger et al. (2014). Right: Present-day biomes created from data downloaded from the Atlas of the

Biosphere (http://nelson.wisc.edu/) originally digitized from Ramankutty and Foley (1999).

from grassy to shrub-dominated vegetation is recorded in two
sediment cores from themouth of the Nile River at 8700 and after
8000 years BP, but there is no concurrent rapid reduction in river
runoff or precipitation suggesting that monsoon activity was
only slowly decreasing at that time (Figures 3B,C; Hennekam
et al., 2014; Blanchet et al., 2015). There is consistent agreement
in the proxy record that, beginning in northern Africa by ca.
8200 years BP and spreading south into what is now the Sahel
and eastern Africa by 4500 years BP, the landscape transitioned
from generally pluvial to arid or semi-arid ecological conditions,
even though the timing, pace and magnitude of the transition
was variable (Shanahan et al., 2015).

Climate models consistently predict that changes in orbital
precession weakened inland monsoon flow over the northern
Sahara (>20◦N) by 8200 years BP, and this effect spread
southward (to 12◦N) over the next 3500 years (Claussen et al.,
1999, 2013; de Noblet-Ducoure et al., 2000; Foley et al., 2003;
Renssen et al., 2006, 2012; Liu et al., 2007; Hély et al., 2009;Watrin
et al., 2009; Lézine et al., 2011b; Harrison et al., 2015). Ecological
boundary conditions in regions affected by the termination
of the HCO have been attributed to their position relative to
the Intertropical Convergence Zone (ITCZ)—once the rain belt
migrated southwards, their predominant source of moisture was
substantially reduced (Liu et al., 2007; Castañeda et al., 2016). As
will be detailed below, the speed with which the transition from
high- to low-biodiversity landscapes occurs is variable according
to both longitude and latitude.

Second Criterion: Crossing the Threshold
Due to External Forcing?
In simulations of the AHP termination, it has been proposed
that ecosystems that hosted diverse plant communities reduced
the sensitivity of the Saharan ecosystem to climatic effects
(Claussen et al., 2013). In a study of vegetation response to
AHP termination from Lake Mbalang in northern Cameroon,
the impacts of steadily decreasing precipitation on the floristic
composition of the site were gradual, which is attributed to

the pre-event “stability of vegetation” that preceded climate
change (Vincens et al., 2010). Similar landscape dynamics have
been documented from pollen records recovered from Lake
Tilla (Salzmann et al., 2002), Lake Yoa (Lézine, 2009), Lake
Mega-Chad (Amaral et al., 2013), portions of the eastern
Sahara (Neumann, 1989), and from an offshore sediment core
near Senegal (Niedermeyer et al., 2010; Schefuß et al., 2015)
where the vegetation was slow to respond to changing rainfall
patterns until clear human impacts are documented in the proxy
record.

On the other hand, there are many reconstructions of
hydrological cycles and vegetation indexes to indicate abrupt
termination of the AHP. There is a rapid decrease in the
abundance of C4 vegetation running off into the Nile River
between 8500 and 7800 years BP and 6500 to 6000 years BP, which
is out of phase with the more slowly decreasing quantities of river
discharge (Blanchet et al., 2015). A similar abrupt changeover
from C3 to C4 vegetation is recorded at I-n-Atei in southern
Algeria at 7400 years BP (Lécuyer et al., 2016). A spike in
terrigenous dust from collected offshore from the western Sahara
(Figure 3G; deMenocal et al., 2000; Adkins et al., 2006), abrupt
reductions in the distribution of Guineo-Congolian plant taxa
after 4500 years BP north of 20◦N (Hély et al., 2014) and lake
level reconstructions from Lake Mega-Chad (Armitage et al.,
2015) and Ethiopia (Gillespie et al., 1983; Gasse and Van Campo,
1994; Gasse, 2000) infer abrupt hydrological regime shifts to dry
conditions (see also Tierney and deMenocal, 2013). Curiously,
potassium content of sediments from the now-dry Lake Chew
Bahir, located in southern Ethiopia indicates a slow, but steady
transition to a xeric landscape in phase with orbital precession
(Foerster et al., 2012), which is in contrast to nearby hydrological
proxies in northern Kenya that show rapid changes in the
hydrological cycle that culminated in an 80m regression in the
level of Lake Turkana at 4500 years BP (Garcin et al., 2009, 2012;
Junginger et al., 2014; Bloszies et al., 2015). Such discordance in
proxy data, even at scales of hundreds of kilometers, is typical for
the terminal AHP.
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Fig. 2. African dust fluxes over the last 23 ky from locations spanning the low-latitude North Atlantic. (A) Summertime [June-July-August (JJA)] insolation at 20°N (77).
(B) Dust flux reconstruction at northwest African margin site OCE437-7 GC68 (15). (C) Dust flux reconstructions from Bahamas sediment cores 100GGC (white triangles) and
103GGC (blue circles). (D) Dust flux reconstruction from TNA core VM20-234. The portion of the Bahamas record before 13 ka and the entirety of the VM20-234 record are not
expected to record the amplitude or timing of millennial-scale changes in dust deposition due to low sedimentation rates. 1s uncertainties are shown for each record’s dust
fluxes. Time intervals indicated at the top of the plot are as follows: AHP, African Humid Period; YD, Younger Dryas stadial; BA, Bølling-Allerød interstadial; HS1, Heinrich
Stadial 1; LGM, Last Glacial Maximum.
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Several studies have reconstructed the relative abundance of
dust in African margin sediments using endmember modeling of
geochemical, grain size or magnetic data (Tjallingii et al., 2008;
Mulitza et al., 2008; Itambi et al., 2009). Though these studies
corroborate many findings from ODP Site 658C, they suggest that
terrigenous sediments in the region are derived from both eolian
and hemipelagic sources (Holz et al., 2004; Tjallingii et al., 2008;
Mulitza et al., 2008); as a result, the record of total terrigenous flux
from ODP Site 685C may overestimate eolian fluxes and under-
estimate the amplitude of changes in eolian fluxes due to hemi-
pelagic inputs. Significantly, endmember modeling studies also
suggest a gradual end to the AHP, raising the question of whether
ODP Site 658C is representative of other regions of North Africa.

Here we present records of eolian and hemipelagic sediment
fluxes over the last 20 ka from five sediment cores forming a
meridional transect between 311N and 191N along the northwest
African margin. This study provides the first records from the
region that separate eolian and hemipelagic sediment fluxes using
a combination of grain size endmember modeling and
230Th-normalization. These records offer new estimates of changes
in dust flux associated with deglacial climate changes, the AHP and
Late Holocene drying. Carbonate records from these five cores and
four additional cores provide a further test of the spatial coherence
of past dust flux changes. We model the impact of bioturbation on
our records to determine whether dust flux changes occurred with
similar abruptness and timing throughout the North African dust
plume and to provide age estimates for dust flux changes at the
ends of the Younger Dryas and the AHP. Our quantitative estimates
of dust fluxes offer targets for models of past dust emissions and
efforts to quantify dust-related climate and biogeochemical
impacts associated with the LGM, Heinrich events, and the AHP.

2. Regional setting

North Africa produces mineral dust throughout the year, with
high emissions in boreal winter, spring and summer and a mini-
mum in fall (Engelstaedter et al., 2006; Ridley et al., 2012). Satellite
estimates of aerosol optical depth (AOD) highlight two main source
regions in the Sahara – one in the Bodélé depression of Niger and
Chad, the other in western Mauritania and eastern Mali – as well as
a number of smaller sources (Fig. 1) (Prospero et al., 2002). Dust is
mobilized by a variety of meteorological conditions, including cold
air outbreaks from higher latitudes, surface trade winds (Harmat-
tan), and downward mixing from low level jets in winter, and
convective outflows in summer (Chiapello et al., 1995;
Engelstaedter et al., 2006; Warren et al., 2007; Williams, 2008;
Schepanski et al., 2009; Ridley et al., 2012). In the winter and spring,
dust tends to be transported at altitudes below 2 km toward the
southwest within the trade winds, while in the summer dust travels
west at altitudes of 3–5 km in association with easterly waves
(Chiapello et al., 1995; Engelstaedter et al., 2006; Huang et al., 2010;
Ridley et al., 2012).

Measurements of near-surface airborne dust concentrations
(Chiapello et al., 1995) and lithogenic fluxes in sediment traps
(Neuer et al., 1997; Ratmeyer et al., 1999; Bory and Newton, 2000)
indicate a peak in dust deposition along the northwest African
margin in winter and early spring. Airborne dust (Stuut et al.,
2005) and dust collected in sediment traps (Ratmeyer et al., 1999)
in this region is relatively coarse, with modal grain sizes typically
410 mm, suggesting proximal sources. Extensive dune fields near
the coast, in particular in western Mauritania and northern
Senegal near our southern sites, likely serve as sources of coarse
dust (Lancaster et al., 2002). Though dust fluxes at our core sites
may primarily reflect winter deposition from local sources, recon-
structed dust fluxes at Cape Verde are strongly correlated both

with boundary layer dust concentrations near Barbados (repre-
sentative of the summer dust plume) and with satellite estimates
of mean annual dust optical depth over the TNA (Mukhopadhyay
and Kreycik, 2008; Evan and Mukhopadhyay, 2010). These findings
suggest that dust fluxes along the northwest African margin are
plausibly representative of North African dust emissions over
the TNA.

Observational records of African dust emissions show strong
interannual- to decadal-scale variability, with dust concentrations
in Barbados air and dust fluxes reconstructed from a Cape Verde
coral each rising by a factor of ∼4 from the late 1950s to the early
1980s (Prospero and Lamb, 2003; Mukhopadhyay and Kreycik,
2008). Recent work finds that variations in winter dust emissions
are best correlated with the position of the ITCZ over North Africa,
with a southerly position associated with increased surface winds
over central and western North Africa (Doherty et al., 2012).
Precipitation appears to play a relatively minor role in modern
interannual variability (Doherty et al., 2012), consistent with the
fact that Saharan source areas are perennially dry (Engelstaedter
and Washington, 2007a).

Sediments off the northwest African margin show the imprint
of the region's dust emissions. The lithogenic fraction of sediments
matches the Sr and Nd isotope composition of dust source regions
in Mauritania, Mali, southern Algeria and Morocco (Grousset et al.,
1998; Meyer et al., 2011), regions identified as dominant sources of
modern dust transport to the region (Skonieczny et al., 2011;
2013). The quartz content and silt content of northeast tropical
Atlantic sediments mimics the shape of the modern dust plume
(Kolla et al., 1979; Sarnthein et al., 1981; Holz et al., 2004).
Provenance data suggest that the orientation and sources of the
dust plume have remained roughly constant over the last 25 ka
(Sarnthein et al., 1981; Grousset et al., 1998; Cole et al., 2009).

3. Core descriptions and chronologies

The gravity cores used in this study were taken by the R/V
Oceanus during the 2007 Changing Holocene Environments in the
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Fig. 1. Map of core sites and satellite-derived aerosol optical depth (AOD) at
555 nm for 2001–2007. Grain size, U–Th and carbonate data were collected for
cores shown in orange; only carbonate data has been collected for cores shown in
yellow. Shown in white are the locations of ODP Site 658 (deMenocal et al., 2000;
Adkins et al., 2006) and MD03-2707 (Weldeab et al., 2007). The location for
GeoB7920-2 (Tjallingii et al., 2008) is the same as that for ODP Site 658. AOD data
are from the MISR satellite and were retrieved from the Giovanni online data
system, developed and maintained by the NASA GES DISC. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of
this article.)
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The	Effect	of	Dust	ReducAon	on	Mid-Holocene	Climate 

Model:	 	 	CCSM3,	same	as	that	used	in	Liu	et	al.	(2014)	

ResoluAon:	 	T31	(atm	and	lnd),	gx3v5	(ocn	and	sea	ice)	

Orbital	para: 	Same	as	PMIP	6ka	experiment	

Dust	is	prescribed	in	this	model	

Dust	is	categorized	into	4	bins:		0.1	–	1.0μm,	1.0–2.5	μm,		
	 	 	 	 	 					2.5–5.0	μm,	and	5.0–	10.0	μm 

Indirect	effect	is	not	captured 



Control	expt: 	use	the	present-day	dust	loading	

Perturb	expt: 	reduce	dust	loading	uniformly	by	a	fracZon	(e.g.	100%) 
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Fig. S1. Model ensemble mean (CCSM3 and FAMOUS) temperature trend (shading) in the Holocene for the all forcing run (A–C) and ORB (D–F) simulations for
the annual (ANN) mean (A and D), JJA (B and E), and DJF (C and F). The locations of the 73 M13 sites, proxy types (markers), and their temperature trends (from
9 to 0.2 ka, face color of markers) are also plotted as markers in each panel. The assumed seasonal biased stack is denoted by the edge color of the marker:
Black is for no seasonal bias or annual mean surface temperature; green, red, yellow, and blue represent the model proxies biased toward local spring, summer,
autumn, and winter, respectively. The corresponding sites are indicated using alkenone (○), Mg/Ca (□), ice core (◇), tetraether index of 86 carbon atoms (TEX-86)
(△), and pollen (▽), respectively. Right-pointing triangles denote the sites using other proxies. A black “x” indicates the trend is not significant at the 90% level.
Readers are referred to table S1 of M13 (3) for details on the proxy records.
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Fig. S2. Site-stack averaged temperature evolution throughout the Holocene from the model ensemble mean (CCSM3, FAMOUS, and LOVECLIM) for five
different bias schemes, the annual mean temperature (yellow), the seasonally biased stack as in Fig. S1 (red), and three sensitivity schemes modified on the
seasonally biased schemes: All alkenone-based SSTs (25 sites; Fig. S1, purple circles) replaced by the annual mean (dark green), only tropical alkenone-based
SSTs (nine sites; Fig. S1, purple circles between 30° S and 30° N) replaced by the annual mean (orange), and the Ma/Ca-based SSTs in the southern tropics (six
sites; Fig. S1, black squares between 30° S and 0°) are replaced with local winter (JJA) temperature (dark red). It is seen that the global cooling trend in the
biased stack is mainly caused by the assumed summer bias in the alkenone sites in the Northern Hemisphere.
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distribution (C4fn-rs) (Table 7), in
line with the relative proportions
of small particles (Figure 15). The
size sensitivity case for the LGM
(C4fn-lgm-s2) shows a RF spatial
pattern (Figure S11) similar to
C4fn-lgm (not shown), whereas
the global net TOA RF is, respec-
tively, 20.32 and 20.41 W/m2,
again indicating a higher but not
huge RF efficiency for the case
‘‘enriched’’ in finer dust (Table 7),
suggesting that the radiative
forcing is sensitive to the contri-
bution of submicron dust to the
dust load.

In general, the spread of the RF
plots from Figures 13g–13i shows
how variations in individual
aspects of the modeled dust
cycle have a large impact on RF
(Figures 13d–13f), highlighting
the importance of details of the
size and optics in modeling [e.g.,
Miller et al., 2004].

4.2. Discussion of the
Uncertainties
The major source of uncertainty
in dust models is represented by
the magnitude and location of
the emissions [e.g., Cakmur et al.,
2006; Shao et al., 2011; Huneeus
et al., 2011]. To overcome this
limitation some tuning of model
emissions is still necessary. As
already described, we achieved
this by optimizing the soil erodi-
bility maps to give best fit to the
observations.

To estimate the uncertainty asso-
ciated with the particular choice of the observational data set, we compare two cases where just the optimi-
zation algorithm was used [Mahowald et al., 2006b], without further refining. In the first case the bulk value
of Mass Accumulation Rates (dust deposition flux) was used, in the second case we considered only the
fraction <10 mm, consistent with our model size range (Figure S12). Failing to match the observational and
model’s size range can yield a difference of !20% in AOD estimates globally (Table 9).

In general, large uncertainties still exist on both the fine and coarse dust size range we consider in our
model. Our parameterization assumes that dust is emitted only through the mechanism described by Kok
[2011], and within that framework we chose to limit our size to particles with diameters smaller than 10 mm.
Airborne dust particles larger than 10 mm, despite the uncertainties in the measurement techniques [Reid
et al., 2003], have indeed been observed both over the major dust sources [Reid et al., 2003; Ryder et al.,
2013] and over the sea in the North African continental margin [Stuut et al., 2005], but they have been
observed to decrease during transport across the Atlantic Ocean [Maring et al., 2003]. On the other hand,

Figure 14. Comparison of dust TOA RF estimates (W/m2) for current and LGM climates
from our results and from the literature (asterisk 5 reported from IPCC AR4), partitioned
in net (yellow bars), LW (red bars), and SW (cyan bars) RF.
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suggesting that the radiative
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model’s size range can yield a difference of !20% in AOD estimates globally (Table 9).

In general, large uncertainties still exist on both the fine and coarse dust size range we consider in our
model. Our parameterization assumes that dust is emitted only through the mechanism described by Kok
[2011], and within that framework we chose to limit our size to particles with diameters smaller than 10 mm.
Airborne dust particles larger than 10 mm, despite the uncertainties in the measurement techniques [Reid
et al., 2003], have indeed been observed both over the major dust sources [Reid et al., 2003; Ryder et al.,
2013] and over the sea in the North African continental margin [Stuut et al., 2005], but they have been
observed to decrease during transport across the Atlantic Ocean [Maring et al., 2003]. On the other hand,

Figure 14. Comparison of dust TOA RF estimates (W/m2) for current and LGM climates
from our results and from the literature (asterisk 5 reported from IPCC AR4), partitioned
in net (yellow bars), LW (red bars), and SW (cyan bars) RF.
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distribution (C4fn-rs) (Table 7), in
line with the relative proportions
of small particles (Figure 15). The
size sensitivity case for the LGM
(C4fn-lgm-s2) shows a RF spatial
pattern (Figure S11) similar to
C4fn-lgm (not shown), whereas
the global net TOA RF is, respec-
tively, 20.32 and 20.41 W/m2,
again indicating a higher but not
huge RF efficiency for the case
‘‘enriched’’ in finer dust (Table 7),
suggesting that the radiative
forcing is sensitive to the contri-
bution of submicron dust to the
dust load.

In general, the spread of the RF
plots from Figures 13g–13i shows
how variations in individual
aspects of the modeled dust
cycle have a large impact on RF
(Figures 13d–13f), highlighting
the importance of details of the
size and optics in modeling [e.g.,
Miller et al., 2004].

4.2. Discussion of the
Uncertainties
The major source of uncertainty
in dust models is represented by
the magnitude and location of
the emissions [e.g., Cakmur et al.,
2006; Shao et al., 2011; Huneeus
et al., 2011]. To overcome this
limitation some tuning of model
emissions is still necessary. As
already described, we achieved
this by optimizing the soil erodi-
bility maps to give best fit to the
observations.

To estimate the uncertainty asso-
ciated with the particular choice of the observational data set, we compare two cases where just the optimi-
zation algorithm was used [Mahowald et al., 2006b], without further refining. In the first case the bulk value
of Mass Accumulation Rates (dust deposition flux) was used, in the second case we considered only the
fraction <10 mm, consistent with our model size range (Figure S12). Failing to match the observational and
model’s size range can yield a difference of !20% in AOD estimates globally (Table 9).

In general, large uncertainties still exist on both the fine and coarse dust size range we consider in our
model. Our parameterization assumes that dust is emitted only through the mechanism described by Kok
[2011], and within that framework we chose to limit our size to particles with diameters smaller than 10 mm.
Airborne dust particles larger than 10 mm, despite the uncertainties in the measurement techniques [Reid
et al., 2003], have indeed been observed both over the major dust sources [Reid et al., 2003; Ryder et al.,
2013] and over the sea in the North African continental margin [Stuut et al., 2005], but they have been
observed to decrease during transport across the Atlantic Ocean [Maring et al., 2003]. On the other hand,
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size sensitivity case for the LGM
(C4fn-lgm-s2) shows a RF spatial
pattern (Figure S11) similar to
C4fn-lgm (not shown), whereas
the global net TOA RF is, respec-
tively, 20.32 and 20.41 W/m2,
again indicating a higher but not
huge RF efficiency for the case
‘‘enriched’’ in finer dust (Table 7),
suggesting that the radiative
forcing is sensitive to the contri-
bution of submicron dust to the
dust load.

In general, the spread of the RF
plots from Figures 13g–13i shows
how variations in individual
aspects of the modeled dust
cycle have a large impact on RF
(Figures 13d–13f), highlighting
the importance of details of the
size and optics in modeling [e.g.,
Miller et al., 2004].
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the magnitude and location of
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et al., 2011]. To overcome this
limitation some tuning of model
emissions is still necessary. As
already described, we achieved
this by optimizing the soil erodi-
bility maps to give best fit to the
observations.

To estimate the uncertainty asso-
ciated with the particular choice of the observational data set, we compare two cases where just the optimi-
zation algorithm was used [Mahowald et al., 2006b], without further refining. In the first case the bulk value
of Mass Accumulation Rates (dust deposition flux) was used, in the second case we considered only the
fraction <10 mm, consistent with our model size range (Figure S12). Failing to match the observational and
model’s size range can yield a difference of !20% in AOD estimates globally (Table 9).

In general, large uncertainties still exist on both the fine and coarse dust size range we consider in our
model. Our parameterization assumes that dust is emitted only through the mechanism described by Kok
[2011], and within that framework we chose to limit our size to particles with diameters smaller than 10 mm.
Airborne dust particles larger than 10 mm, despite the uncertainties in the measurement techniques [Reid
et al., 2003], have indeed been observed both over the major dust sources [Reid et al., 2003; Ryder et al.,
2013] and over the sea in the North African continental margin [Stuut et al., 2005], but they have been
observed to decrease during transport across the Atlantic Ocean [Maring et al., 2003]. On the other hand,
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Fig. 2. African dust fluxes over the last 23 ky from locations spanning the low-latitude North Atlantic. (A) Summertime [June-July-August (JJA)] insolation at 20°N (77).
(B) Dust flux reconstruction at northwest African margin site OCE437-7 GC68 (15). (C) Dust flux reconstructions from Bahamas sediment cores 100GGC (white triangles) and
103GGC (blue circles). (D) Dust flux reconstruction from TNA core VM20-234. The portion of the Bahamas record before 13 ka and the entirety of the VM20-234 record are not
expected to record the amplitude or timing of millennial-scale changes in dust deposition due to low sedimentation rates. 1s uncertainties are shown for each record’s dust
fluxes. Time intervals indicated at the top of the plot are as follows: AHP, African Humid Period; YD, Younger Dryas stadial; BA, Bølling-Allerød interstadial; HS1, Heinrich
Stadial 1; LGM, Last Glacial Maximum.
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Dust	modeling	study	that	fits	the	observaZons	well	
indicates	that	dust	emission	during	mid-Holocene	
was	73%	lower	than	pre-industrial	(Egerer	et	al.,	
2016) 

This	corresponds	to	a	0.22	°C	increase	in	global	
(annual)	mean	surface	temperature 

Williams	et	al.	(2016,	Science	Advances) 

Therefore,	considering	the	influence	of	dust	in	
models	could	at	least	parZally	resolve	the	
Holocene	temperature	conundrum. 



Removing	global	dust			=			global	warming? 

No!	We	will	give	two	examples 



Example	1:	Pre-industrial 

Same	model,	remove	all	the	dust 

ΔT -0.1	°C 



Example	1:	Pre-industrial 

Twenty	–	member	ensemble	were	performed	with	CCSM3 



PI_nodust	-	PI 6ka_nodust	–	6ka 0.3	°C 0.3	°C 

When	the	Effect	of	Dynamic	Ocean	is	Removed		
	 	 																				---	Slab	Ocean	Results 



The	negaAve	feedback	of	the	ocean	and	sea-ice	dynamics	can	
overwhelm	the	posiAve	forcing	of	dust	removal,	depending	on	the	
background	climate	state 



Anomalies	of	200	mbar	
geopotenZal	height	(color	shading)	
and	wind	(arrows)	for	year	1 

PI_nodust	-	PI 

6ka_nodust	–	6ka 

The	Trigger	is	in	the	Atmosphere 



6ka_nodust	–	6ka 

diff

SLP	
(Pa) 

PI_nodust	-	PI 

diff

Anomaly	of	sea-level	pressure	and	zonal	mean	zonal	wind	at	equilibrium 



Ocean	Response 
PI	no	dust	–	PI 

MH	no	dust	–	MH 

Contour	lines	are	the	changes	in	meridional	ocean	circulaZon	(year	1).		
Color	shadings	are	the	zonal	mean	ocean	temperature 



PI	no	dust	–	PI		(year	6-10)	 

Enhanced	southern	westerlies	induces	a	northward	Ekman	transport	which	
cools	the	surface	of	the	Southern	Ocean. 



PI	no	dust	–	PI		(year	26-30)	 



PI	no	dust	–	PI		(year	91-100)	 



Example	1:	Pre-industrial 

Same	model,	remove	all	the	dust 

ΔT -0.1	°C 

This	is	equivalent	to	saying	that	the	dust	has	a	warming	effect	for	the	
pre-industrial	climate 



Why	Does	AMOC	Weaken 



MH	no	dust	–	MH		(year	91-100)	 

In	contrast,	the	mid-Holocene	ocean	shows	a	general	warming 



PI	Δprecip		-		MH	Δprecip		(year	1-3) 



Note	that	the	model	is	not	perfect,	other	models	may	obtain	a	
warming	of	the	pre-industrial	climate	when	dust	is	removed	
 
But	the	results	indicate	that	there	is	possible	dependence	of	climate	
response	on	the	background	climate	
	



Example	2:	Snowball	Earth 



Namibia, Africa 
Hoffman	&	Schrag	(2002)	

Neoproterozoic	(1000	Ma	–	541	Ma)	Snowball	Earth	Events 

Hoffman	and	Li	(2009) 



Liu	et	al.	(2010,	JGR) 

Weak	sun	+	liOle	CO2 

Hyde	et	al.	(2000,	Nature) 

Snowball	Earth 



Effect	of	Dust	on	Snowball	Earth	FormaAon 

Model:	 	 	CESM1.2.2	

ResoluAon:	 	T31	(atm	and	lnd),	gx3v5	(ocn	and	sea	ice)	

Orbital	para: 	Same	as	1850	AD	

Sun:	 	 	6%	weaker	than	present	day	

ConAnents: 	720	Ma	

VegetaAon: 	None	

Dust	emission,	transportaAon	and	deposiAon	are	calculated	by	the	model		 

Two	cases:		1)	dust	emission	is	prohibited;	2)	allowed 



Effect	of	Dust	on	Snowball	Earth	FormaAon 

The	Earth	enters	a	(hard)	snowball	Earth	when	pCO2	=	 

350	ppmv,		no	dust	emission 

100	ppmv,		with	dust	emission 



Effect	of	Dust	on	Snowball	Earth	FormaAon 

Clearly	dust	has	a	warming	effect	rather	than	cooling	for	the	snowball	Earth	climate 

Reason：dust	reduces	surface	albedo	(as	well	as	planetary	albedo)	 

nsidc.org earthobservatory.nasa.gov 



Effect	of	Dust	on	Snowball	Earth	FormaAon 

Surface	albedo 



This	Effect	is	not	Significant	for	the	Present-day	Earth 

•  Too	much	vegetaZon	
•  Not	so	extensive	conZnental	ice	sheet	or	sea	ice 



Dust	DeposiAon	on	Sea	Ice	(Snow) 



Sea-ice	Thickness 



•  Mid-Holocene	(6	ka)															 	 	Cooling	due	to	scaOering	
	 	 	 	 	 	 	 	effect	of	dust	

•  Pre-industrial	(1870	AD)								 	 	Warming	due	to	ocean	and	
	 	 	 	 	 	 	 	sea	ice	feedback	

•  Late	Neoproterozoic	(~700	Ma)	 	Warming	due	to	its	effect	on	
	 	 	 	 	 	 	 	 	snow	and	ice	albedo	 

u  Dust	can	either	cool	or	warm	the	climate 

Note	that	the	model	is	not	perfect;	the	snowball	Earth	results	are	probably	
the	most	robust 

Conclusions 

u  Inclusion	of	dust	effect	in	climate	modeling	may	solve	the	
Holocene	temperature	conundrum 





0.1	–	1.0	μm	3.8%;	1.0–2.5	μm	11%;	2.5–5.0	μm	17%	and	5.0–	10.0	μm	67%	 

Mahowald	et	al.	(2006,	JGR) 

budgets are shown in Table 2 for the SOM simulation. This
short lifetime has implications for our results, especially the
relations between deposition and loading in our simulations.
However, the preponderance of large particles is consistent
with observations and our understanding of dust particle
production [Grini and Zender, 2004].
[34] Use of the same vegetation, but different sea surface

temperatures, changes the dust source, atmospheric loading
and aerosol optical depth by <4%. This is similar to the
interannual variability seen in assimilated wind-based mod-
els [e.g., Mahowald et al., 2003]. Changing from T42 to
T85 (increasing the horizontal resolution) reduces the
source by 12% and the loading and optical depth by 20%.
In the SOM-BASE simulation, we use the BIOME3 vege-
tation for the current climate to calculate the dust entrain-
ment to the atmosphere, instead of the satellite-based
vegetation, which is known to underestimate the bare
ground fraction [Bonan et al., 2002]. This increases the
source by 6% and the atmospheric loading and optical depth
by 25%. Thus the model is more sensitive to these vegeta-
tion changes or resolution than to the sea surface temper-
ature boundary condition used here.
[35] A comparison of the annually averaged optical depth

from desert dust in the model to MODIS satellite-retrieved
optical depths from the year 2001 (http://modis-atmos.
gsfc.nasa.gov) shows that the model yields a good regional
distribution of mineral aerosol optical depths (Figure 1).
The satellite retrievals include all aerosols, thus key com-
parisons are in those the regions where dust dominates
(North Africa, Northern Tropical Atlantic Ocean, Arabian
Sea). The optical depths retrieved from MODIS are not
available over desert regions, and may be biased in areas
close to deserts. The optical depth maxima simulated in the
model tend to be shifted southward over the North Atlantic
compared with MODIS. The model optical depths are too
large over the North Atlantic and too small over the Arabian
Sea, compared with the MODIS retrievals, although com-
parisons to the AVHRR satellite retrievals for periods
in1989–1991 [Husar et al., 1997] show better agreement
over the tropical North Atlantic (not shown). We note that in
this case the geomorphology-based soil erodibility factor
from Zender et al. [2003b] results in the African dust
sources dominating, while in the recent version of the GISS
model, the dominant sources span across Africa and Asia
[Cakmur et al., 2006]. This highlights the importance of the
vegetation, soil erodibility and atmospheric model in deter-
mining dust sources.
[36] Comparisons between dust deposition from model

simulations (SOM-BASE) and observations from the
DIRTMAP database [Kohfeld and Harrison, 2001] show
that the model does a good job of capturing the six order of

magnitude range in deposition rates (Figures 2a–2c). We
use this case for the current climate/modern comparison,
because this is the case we will use for most of the analysis
of the climate change scenarios. DIRTMAP includes mod-
ern and last glacial maximum dust deposition data from ice
core measurements, marine sediment traps and marine
sediment cores. While these data represent a critical com-
parison tool for estimates of deposition during the current
and last glacial maximum climates, the deposition data
shown here are not without their own problems, as dis-
cussed in more detail elsewhere [Mahowald et al., 1999;
Kohfeld and Harrison, 2001; Mahowald et al., 2006]. The
ice core measurements are concentrations (g/g) in each
depth increment in the ice core, which must be converted
to flux units to be easily compared to model values.
However, flux calculations rely upon estimates of ice
accumulation rate in the cores. The marine sediment trap
and core data are difficult to interpret because the data are
taken from sediment traps within the water column or from
cores at the ocean floor, not at the surface, and ocean
currents can advect dust substantially before it is deposited
[Siegel and Deuser, 1997]. Most marine sediment cores are
not directly dated, which adds additional uncertainty, espe-
cially since the core tops are not always sampled (similar to
the problems in the terrestrial sediment record described
above). Bulk marine deposition to sediment traps and
cores is proportional to also ocean productivity [Bory and
Newton, 2000]. Nevertheless, these data represent our best
information about deposition rates for the current climate
and last glacial maximum.
[37] Over a range of orders of magnitude in current/

modern deposition rates, the model agrees well with the
rates estimated from observations (Figure 2c). The overall
correlation coefficient between model and observed esti-
mates of deposition from Figure 2c is 0.82 (where the log of
the model and observed deposition fluxes are compared).
[38] Because the marine sediment cores (and some of the

other data) represent averages over thousands of years, the
data in the DIRTMAP data sets might be better compared to
the preindustrial simulations conducted in this set of simu-
lations. Nevertheless, the preindustrial climate simulations
also compare favorably (Figure 3) to the DIRTMAP data
set. The correlation coefficients are 0.75, 0.81 and 0.81 for
the TIMIND, SOMBPI, and SOMBPIC cases. Although
preindustrial dust is likely to be within 60% of current
climate dust, it is not possible to discern which preindustrial
scenario is most likely due to the large uncertainties in the
data [e.g., Mahowald and Luo, 2003]. For the rest of this
study, we compare the LGM to the current climate, not to
the preindustrial climate.

Table 2. Budgets for Dust Size Bins (SOM Case)

Diameter,
mm

Dust
Source,
Tg/year

Wet
Deposition,
Tg/year

Dry
Deposition,
Tg/year

Wet
Deposition
Lifetime,
days

Dry
Deposition
Lifetime,
days

Column
Burden, Tg

Total
Lifetime,
days

0.1–1 172 5 169 7.8 278.4 3.6 7.6
1–2.5 499 46 455 7.8 76.0 9.7 7.1
2.5–5 771 417 356 8.1 6.9 7.9 3.7
5–10 3040 2522 524 8.0 1.7 11.5 1.4
All bins 4483 2990 1503 8.0 4.0 32.6 2.7
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The	temperature	change	when	dust	is	completely	removed	and	Saharan	
desert	is	changed	to	grassland 

AMOC	response	is	different	from	that	when	only	dust	is	removed. 

ArcZc	region	warms	more	and	tropical	region	warms	less 



Navjit	Sagoo	webpage 



African	Humid	Period	 

1/15/14, 5:01 PMGreen Sahara: African Humid Periods Paced by Earth's Orbital Changes | Learn Science at Scitable

Page 3 of 6http://www.nature.com/scitable/knowledge/library/green-sahara-african-humid-periods-paced-by-82884405

Ocean Drilling Program (ODP) Site 658 dust flux (deMenocal
et al., 2000, Adkins et al., 2006); (e) Lake Tanganyika δD of
leaf waxes (δDwax; Tierney et al., 2008).
© 2012 Nature Education All rights reserved. 

Orbital precession greatly influences North African climate because it controls the strength and northward penetration of the monsoonal rains (Kutzbach, 1981; Liu et al.,
2006). Strengthening summer-season solar radiation causes the North African landmass to heat up relative to the adjacent Atlantic Ocean due the lower thermal inertia of the
land surface relative to the upper ocean mixed layer. The warmer land mass creates a broad low pressure zone, driving the inflow of moist air from the tropical Atlantic. The
resulting summer monsoonal rains nourish the landscape. During winter, the land cools relative to the ocean and the winds reverse (one definition of a monsoon), returning dry
conditions across North Africa. Since precession controls summer insolation, it effectively controls the amount and northward penetration of the monsoonal rains into North
Africa. Simple atmosphere-only climate models have shown that a 7% increase in summer radiation, similar to what occurred during the AHP, results in at least a 17% increase in
African monsoonal rainfall, and up to 50% if ocean feedbacks are included (Kutzbach and Liu, 1997).

Evidence for the African Humid Period
The Early Holocene AHP is one of the most thoroughly documented and well-dated climate change events in the geologic record, and the number and diversity of paleoclimate

records is remarkable (COHMAP Members, 1988; deMenocal et al., 2000; Gasse, 2000; Hoelzmann et al., 1998; Jolly, 1998; Kroepelin, 2008; Kuper and Kröpelin, 2006).
Through these terrestrial and marine records we can document both the timing and extent of the humid interval.

Geological evidence for past lake basins in the Sahara are commonly found near interdune depressions and other low-lying regions, where ancient lake bed sediment outcrops
and shoreline deposits are exposed. Most of the early Holocene paleolakes were small, but numerous and widespread (Figure 2b). Some lake basins in North Africa were
exceptionally large, as large as the Caspian Sea today. These so-called megalakes occurred in the North (Megalake Fezzan, Libya), South (Megalake Chad, Chad/Niger/Nigeria),
West (Chotts Megalakes, Algeria) and East (Megalakes Turkana and Kenya) (Drake and Bristow, 2006). Based on their stratigraphic records, these must have been permanent,
open-basin lakes, indicating that annual moisture supply exceeded evaporation for many millennia during the AHP, even in the driest regions of the modern-day Sahara.

A continent-wide compilation of past lake-level reconstructions (the Oxford Lake Level Database (OLLD) (COHMAP Members, 1988; Street-Perrott et al., 1989)) updated with

lake-level reconstructions published in the last twenty years (Tierney et al., 2011) chronicles the changes in lake levels that occurred across Africa as a result of the African
Humid Period (Figure 2b). This database classifies lakes as "low" (lake is within 0–15% of its potential volume or dry), "intermediate" (lake is within 15–70% of its potential
volume) or "high" (lake is within 70–100% of its potential volume or overflowing) every 1000 years during the late-glacial period and the Holocene. The difference in lake levels
at 9000 years — the height of the African Humid Period — relative to the conditions today shows that the extent of the AHP across the continent was vast — extending from the
far northern Sahara to as far south as 10˚S in East Africa (Figure 3).

Figure 3: Distribution map of reconstructed lake levels

across Africa, 9,000 years ago relative to today.

Data are from the Oxford Lake Level Database (COHMAP
members, 1988, Street-Perrott et al., 1989) updated with
lake-level reconstructions generated in the last twenty years
(Tierney et al., 2011).
© 2012 Nature Education All rights reserved. 

The Nile River drainage basin is the largest of North Africa, draining runoff from the eastern Sahara, Ethiopian highlands and equatorial East Africa into the Eastern
Mediterranean. Today, the largest contributor is the Blue Nile tributary which drains summer monsoonal runoff from the Ethiopian highlands. During the African Humid Period,
enhanced Nile River runoff flooded into the eastern Mediterranean Sea where the resulting freshwater cap led to anoxic conditions and deposition of organic-rich sapropel

deposits on the seafloor. Radiocarbon dates of these sapropel deposits constrain peak Nile River runoff to between 11,000 and 6,000 years ago (Mercone et al., 2000; Rohling,

de	Menocal	and	Tierney	(2012) 

Previous	studies	showed	that	Mid-Holocene	dust	emission	was	70-80%	lower	
than	present	day	(e.g.	Arbuszewski	et	al.,	2013;	deMenocal	et	al.,	2000;	McGee	
et	al.,	2013;	Egerer	et	al.,	2015)		
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Figure 1. Vegetation and lake fraction for 0k and 6k. 6k lake fraction is obtained from Tegen
et al. (2002) and 6k vegetation fraction is reconstructed following Hoelzmann et al. (1998). Note
that lake fraction is scaled di◆erently for 0k and 6k.

5298

Egerer	et	al.	(2015)	


